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Abstract  

The use of qualitative data has so far received relatively little attention in methodological discus-

sions on Qualitative Comparative Analysis (QCA). This paper addresses this lacuna by discussing 

the challenges researchers face when transforming qualitative into quantitative data in QCA. By 

reviewing 29 empirical studies using qualitative data for QCA, we explore common practices re-

lated to data calibration, presentation and sensitivity testing. Based on these three issues, we pro-

vide considerations when using qualitative data for QCA, which are relevant both for QCA-

scholars working with qualitative data and the wider mixed methods research community in-

volved in quantitizing.  
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Qualitative Comparative Analysis (QCA) is an approach that combines quantitative and qualitative 

research (Ragin, 1987, 2008; Rihoux & Ragin, 2009). Its “hybrid” nature (Cragun et al., 2016) ad-

heres to the definition of mixed methods research (MMR) by Johnson et al. (2007: 129) as ‘an in-

tellectual and practical synthesis based on qualitative and quantitative research (…)’. QCA is a 

set-theoretical approach that identifies the (minimally) necessary and (minimally) sufficient (com-

binations of) conditions for an outcome. It does so by using Boolean and/or fuzzy-set algebra to 

treat cases as configurations of causal conditions and an outcome and by analyzing whether a 

given (combination of) condition(s) stand(s) in a subset or superset relationship to the outcome 

(Schneider & Wagemann, 2012). To this end, a study’s so-called raw data – either quantitative, 

qualitative or both – need to be transformed; a process called calibration in QCA (Ragin, 2008: 

chapters 4 & 5). Calibration of qualitative data resembles what in the mixed methods literature is 

known as quantitizing, that is ‘the numerical translation, transformation, or conversion of qualita-

tive data’; a process that ‘has become a staple of mixed methods research’ (Sandelowski, Voils, & 

Knafl, 2009: 208).  

Thirty years after Ragin (1987) introduced the approach in the social sciences, QCA is be-

coming a “mainstream” approach in several fields, such as sociology and political science 

(Rihoux, Álamos-Concha, Bol, Marx, & Rezsöhazy, 2013); in other (sub-)fields, such as health 

services research (Summers Holtrop, Potworowski, Green, & Fetters, 2016), it remains relatively 

novel, however. As an approach, QCA is still in development. Several of the current methodolog-

ical discussions relate to MMR, such as the discussion regarding the (in)compatibility of regres-

sion analysis and QCA (Fiss, Sharapov, & Cronqvist, 2013; Thiem, Baumgartner, & Bol, 2016; 

xxxx). 

This paper’s three objectives focus on a series of related issues that so far have received 

relatively little attention in methodological discussions about QCA, and that may be particularly 

relevant for readers of JMMR. Our first objective is to explore how researchers currently use qualita-

tive data in QCA.1 Hereby we focus on three key issues: (a) data calibration; (b) data presentation, 
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and (c) sensitivity tests. To achieve this first objective, we review 29 QCA studies that use various 

types of qualitative data. Appendix I details the selection procedure of the included studies. The 

second objective is to contribute to the standards of good practice in QCA (Schneider & Wagemann, 

2010). Therefore, we critically examine how the 29 articles deal with the three key issues (i.e. cali-

bration, sensitivity and presentation) and provide considerations for researchers using qualitative 

data in QCA. Our third objective is to place our findings in the context of MMR. We focus particu-

larly on the discussion about quantitizing, showing that our considerations provide relevant les-

sons for the wider mixed-methods research community. 

 

How to Calibrate Qualitative Data in QCA? 

An important issue in QCA is the calibration of the raw data. When using crisp-set QCA, all 

cases are either “in” (1) or “out” (0) of the sets. In fuzzy-set QCA (fsQCA), the raw data are cali-

brated from “fully in” (1) and “fully out” (0) of the sets, with additional gradations of set-mem-

bership (e.g., “almost fully in” [.83] or “more out than in” [.40]). The 1 and the 0 are two of the 

so-called qualitative thresholds; the crossover point at 0.5 is the third.  

The literature on calibration is mainly concentrated on quantitative data. For example, 

Ragin (2008: chapter 5) focuses exclusively on this issue, while providing no practical advice for 

researchers on how to calibrate qualitative data. The same holds for Schneider & Wagemann 

(2012: 32-41).  

The only two studies offering explicit methodological advice on how to calibrate qualita-

tive data in QCA are Basurto & Speer (2012) and Tóth et al. (2017) (see xxxx for a more extensive 

discussion). Basurto & Speer (2012) propose a stepwise procedure to calibrate qualitative (inter-

view) data into qualitative classifications with associated fuzzy-set values (see Appendix II). Tóth 

et al. (2017) introduce the so-called Generic Membership Evaluation Template (GMET) to assign 

membership scores to conditions based on qualitative data.2 (see Appendix III). 

Yet although Basurto & Speer (2012) and Tóth et al. (2017) provide valuable guidelines 
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on how to calibrate qualitative data, some important questions remain. It remains uncertain, for 

example, how qualitative data can properly inform and justify the determination of the qualitative 

thresholds – especially regarding the crossover point. What is more, while filling in the GMET is 

rather straightforward, decisions about how to attribute the final fuzzy set score remain some-

what subjective. 

Both Basurto & Speer (2012: 169) and Tóth et al. (2017:195) note that existing studies us-

ing qualitative data in QCA are typically unclear about how exactly they calibrated their data. The 

studies usually are not transparent about: (1) where they placed the thresholds for inclusion and 

exclusion of a set (respectively the 1 and the 0); and (2) how they established the degree to which 

a case is “in” (0.5 < x ≤ 1) or “out” of the set (0 ≤ x < 0.5), that is, the degree of set-member-

ship. Since results of a QCA analysis can differ substantively depending on researchers’ specific 

choices on these issues, such transparency is important.  

 

Determining the Thresholds for Inclusion and Exclusion of a Set 

How did the studies we reviewed determine where to place the thresholds for inclusion and ex-

clusion of a set? Table 1 summarizes the five main strategies employed, while Table A1 in Ap-

pendix IV provides additional details for all reviewed studies. 

--- Table 1 about here --- 

A first strategy is developing a rubric or coding scheme to assign codes for the outcome and the 

conditions. Chatterley et al. (2014), for example, develop a rubric to assign codes based on their 

data from interviews, focus group and observations (see Table A2 in Appendix V for an overview 

of the type of qualitative data used in all the reviewed studies). Whereas these codes are useful to 

rate the conditions and outcome for each case, Chatterley et al. (2014) do not provide a justifica-

tion for assigning the thresholds for inclusion and exclusion of a set. Kirchherr et al. (2016) base 

the calibration of some fuzzy-set values on existing quantitative indices and of other values on an 

iterative process of multiple semi-structured expert interviews and an online survey. While the 
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thresholds for inclusion and exclusion of a set are rather straightforward for data based on indi-

ces (e.g., a ranking is used), it is unclear how Kirchherr et al. (2016) determined thresholds based 

on the qualitative data.  

A second strategy is suggested by Basurto & Speer (2012, see Iannacci & Cornford, 2017 

for an application). Basurto & Speer (2012) construct two imaginary ideal cases, one representing 

full membership in a set (1) and one representing full non-membership (0). The thresholds for 

inclusion and exclusion of the set, then, are put in between the two “extreme” values. 

A third - inductive - strategy that several studies adopt is to set the thresholds using 

QCA-software, particularly the threshold setter in Tosmana (Cronqvist, 2016).3 Exploring the 

possibly large gaps in the data is another inductive strategy. Note that these inductive strategies 

are applicable only when the raw data are already numerical. Yet for a study based exclusively on 

qualitative data, these strategies are not an option; as a result, researchers are restricted in these 

cases to applying Tóth et al.’s (2017) GMET or using one of the first two strategies listed above.  

 

Establishing the Degree of Set-Membership 

While the overview in Table A1 in Appendix IV shows that almost all fsQCA-studies are careful 

about establishing the degree of set-membership,4 it also reveals that many studies are not fully 

transparent regarding how the qualitative data were used to this end.  

For example, Verweij (2015) used both qualitative and quantitative data to calibrate the 

outcome and the conditions. As with studies using a similar approach (e.g., xxx), the quantitative 

material “dominated” the calibration (i.e., it was the benchmark that could be adjusted based on 

the qualitative material). One of Verweij’s (2015) conditions was calibrated based on various qual-

itative documents, with codes assigned using qualitative data-analysis software. The few small 

coding contradictions were then re-calibrated in a final step (Verweij, 2015: 1883). While the lat-

ter is common practice in QCA – as well as in many qualitative studies – it is not clear exactly 

how and why this re-calibration was done. As a consequence, it is difficult to replicate studies that 
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employ this approach. The same holds for Verweij, Klijn, Edelenbos, & Van Buuren’s (2013) 

study, which used various qualitative sources to calibrate their outcome and conditions. In line 

with good QCA-practice, Verweij et al. (2013) published their coding scheme and the resulting 

scores in an appendix, allowing other researchers to assess whether ‘the observations meaning-

fully capture the ideas contained in the concepts’ (Adcock & Collier, 2001: 529) and thereby are 

“valid” (i.e., that a given value makes sense given existing empirical and theoretical knowledge). 

Yet, these tables do not include the reasoning behind the coding decisions, and therefore cannot 

be reproduced fully. 

Similarly, Van der Heijden (2015) used a systematic coding scheme and qualitative data 

analysis software to explore data on voluntary environmental programmes systematically and gain 

insights ‘into the “repetitiveness” and “rarity” of experiences shared by the interviewees, and 

those reported in the existing information studied’ (p. 581). However, Van der Heijden (2015) did 

not discuss how this information was subsequently used to code cases as “in” or “out” of the set. 

Other studies go over the coding decisions only briefly (e.g., Chatterley et al., 2014) or provide no 

information on how the interview data were translated into the fuzzy set values (e.g., Basurto, 

2013). To varying degrees, this lack of transparency inhibits the studies’ replicability. 

Some studies use multiple coders to establish the degree of set-membership. In Henik 

(2015), for example, two coders applied a coding rubric on transcribed interviews, with the aver-

age of these coders’ scores constituting the final set attribute. Henik (2015: 445) notes that the 

coders ‘agreed within 0.25 set membership points on more than 90% of the 960 items (…)’. 

However, it is unclear how qualitatively important differences across coders were addressed, existing 

when one coder codes an item as being “in” the set and the other as “out”. In this regard, a dis-

crepancy of .15 (e.g., .45 vs. 0.6) can be more relevant than one of 0.3 (e.g., 0.6 vs 0.9). 

 Regarding which values to assign to qualitative data (i.e. the quantitizing), the studies we 

reviewed offer some suggestions. Table 2 lists the strategies, while Table A1 in Appendix IV pro-

vides a more comprehensive overview.   
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--- Table 2 about here --- 

One strategy is to directly ask interviewees to provide answers on a Likert-type scale (or one 

based on other pre-determined options). This strategy is applied by Fischer (2014), who cali-

brated his outcome (policy change) by asking approximately 250 interviewees to rate their percep-

tion of policy change from 1 to 5. Next, Fischer (2014: 350-351) averaged the perceptions of ac-

tors and subsequently calibrated these data into fuzzy sets by rescaling the average value to a 0–1 

scale.5 Another strategy is adopted by Kirchherr et al. (2016), who used a 4-value and 2-value 

coding scheme to assign set-membership scores to the attributes. Subsequently, Kirchherr et al. 

(2016) averaged the calibrated values for the different attributes of the conditions. They ad-

dressed this strategy’s potential weakness, as it ‘could introduce misfits between the verbal mean-

ing of a concept and its operationalization’ (Kirchherr et al., 2016: 39), by reviewing all averaged 

calibrations of the conditions and changing or recalibrating the attributes when they found that 

the conditions’ values did not correspond to their averaged operationalization. Alternatives for 

taking the average value are substitutability (i.e., taking their maximum value) or taking the weak-

est link (i.e., the minimum value of the attributes of the concept) (Ragin, 2000, see Chatterley et 

al., 2014 and Basurto & Speer, 2012 for examples).  

 

The Meaning of a Zero 

A third challenge relating to calibration concerns the zero (0). Conceptually, in QCA the meaning 

of a zero is clear: fully out of a set. However, discussions among QCA-scholars reveal a challenge 

when coding qualitative data: how can one differentiate between concepts that are truly absent (i.e., 

where the concept is indeed absent) and which should thus be coded 0, and those concepts that 

are simply not mentioned in, for example, an interview? This question relates to Sandelowski et al.’s 

(2009: 217) observation in the context of quantitizing in MMR that absent may refer to different 

things in interview data: ‘(…)“it” (a) did not come up; (b) was not seen by the analyst; (c) was for-

gotten as a factor by the participant; (d) was thought by the participant to be so understood as to 
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not require bringing it up; (e) was a factor, but the participant did not want to bring “it” up; (f) 

was not brought up because the conversation veered away from “it”; and (g) truly was not a di-

mension of experience’. This challenge holds not only for other types of qualitative data, such as 

existing documents or archive material, but also for quantitative data. If a concept is not men-

tioned in a document, does that mean that it is absent, or just that no information on it is in-

cluded in the document? Data triangulation is one way to assess the likelihood of these two possi-

bilities. In a QCA analysis, it will oftentimes be useful to explore the zeros in more detail to find 

out why the condition was absent or why the information was missing.  

The large majority of the reviewed studies (n=25) do not discuss the meaning of the zero. 

There can be several reasons for this. First, sufficient information was available to assign “truly 

absent zeros” to cases. For example, Van der Heijden (2015) reported that he ensured sufficient 

information on all attributes by first gathering information from websites and reports and then 

filling in gaps using interview data (Crowley 2012 is another example). A second reason may be 

that researchers did not differentiate between “truly absent” and “not mentioned”. For example, 

when calibrating their outcome “American states’ levels of environmental justice policy”, Kim & 

Verweij (2016) assigned a zero both to states with either “no action” or “no information”, which 

is conceptually problematic.6 Vergne & Depevre (2016) decided to ask people to not complete 

their survey when they were not knowledgeable enough, thus circumventing the problem of miss-

ing data; however, they also reported that they turned to additional databases when data about a 

specific attribute was missing, but also noted that sometimes, they did not find more information.  

 

How to Present the Calibration Process and the Data? 

To make studies replicable, the data sources and calibration process need to be presented trans-

parently and comprehensively (Gerring, 2012). Ideally, this should also be done concisely, to 

make the material easily accessible. These goals – transparency and comprehensiveness versus 

conciseness – often conflict. What is more, even transparency and comprehensiveness may 
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conflict, as researchers aiming to be comprehensive risk burying their readers in details, thereby 

hindering transparency. How QCA scholars present the calibration process, and hence the actual 

possibility for replication, varies strongly across the reviewed studies. Table 3 summarizes the ma-

terial from Table A1 in Appendix IV on this. 

--- Table 3 about here --- 

Table 3 demonstrates that most reviewed studies (n= 27) provide some information on the calibra-

tion procedure (Aversa, Furnari, & Haefliger, 2015; and Crowley, 2012 provide too little 

information). Numerous studies provide substantial information, but not all that would be re-

quired for full transparency.  

Some studies’ data calibration procedures make them easier to replicate than others. Kim 

& Verweij (2016), for example, included a table with the motivation of the assignment of US 

states to a specific category based on a combination of descriptions and secondary survey data. 

Fischer (2014) presented the calibration of outcome and conditions in tables in appendices. Both 

studies use a rather straightforward approach to calibration by respectively referring to survey re-

sults and directly asking interviewees to “score” their outcome and conditions, subsequently tak-

ing the average. Hence, replicating these findings is also rather straightforward.  

Arriving at similar results becomes more complicated when the data needed for a specific 

attribute cannot be directly derived from interviewees’ answers. While journal space limitations 

often make the disclosure of all details of the calibration process challenging, using (online) ap-

pendices, an option available at a growing number of journals, is one way to give more insight in 

the argumentation of researchers (Basurto & Speer, 2012). This suggestion is taken up by a vari-

ety of the reviewed studies (Basurto, 2013; Fischer, 2014; Kirchherr et al., 2016; Thomann, 2015; 

Wang, 2016).  

 

Which Sensitivity Tests to Conduct? 

Testing findings’ robustness by means of sensitivity analyses should be part of a good QCA study 
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(Schneider & Wagemann, 2012). The methodological literature on QCA pays increasing attention 

to sensitivity tests (Baumgartner & Thiem, 2017a; Marx, 2010; Skaaning, 2011; Thiem, 2014; 

Thiem, Baumgartner, et al., 2016), including how to deal with different types of errors (Maggetti 

& Levi-Faur, 2013). In addition, the literature criticizing QCA (e.g., Hug, 2013; Lucas & 

Szatrowski, 2014; Paine, 2016) regularly indicates that the alleged lack of findings’ robustness is a 

key problem (but see Baumgartner & Thiem, 2017). 

The QCA literature provides several suggestions on how to assess the robustness of QCA 

findings using sensitivity tests. A non-exhaustive list includes: (1) dropping or adding cases and 

conditions; (2) changing fuzzy-set membership functions; (3) altering consistency thresholds 

(Schneider & Wagemann, 2012; Thiem, 2014; Thiem, Spöhel, & Duşa, 2016); (4) changing the 

definitions of the set values; (5) using alternative measures for a concept (Basurto & Speer, 2012); 

(6) changing the calibration thresholds of raw data into set-membership; and (7) altering the fre-

quency of cases linked to configurations (Skaaning, 2011). These suggestions are not specific to 

qualitative data. Changing the consistency thresholds, for example, can be done irrespective of 

whether the data used are qualitative, quantitative, or both (see for examples with qualitative data 

Tóth et al., 2017; Kim & Verweij, 2016). Similarly, changing the frequency of cases linked to the 

configuration can be done irrespective of the kind of data used. Still, the higher the number of 

cases, the more appropriate this sensitivity test becomes. Since studies using qualitative data often 

– though not always – have a relatively low number of cases, this will in many cases not be the 

most important sensitivity test to conduct. Some researchers conduct additional statistical anal-

yses to assess the robustness of their findings, despite criticism about the comparability of the 

two methods (e.g., Thiem et al., 2016). For example, Hodson et al. (2006) investigated whether 

their QCA-generated configurations were associated with the outcome and whether the associa-

tion was statistically significant. Hodson et al. (2006) also introduced multivariate controls by cre-

ating dummy variables specifying key configurations and including them in a linear model. Note 

that while combining QCA and statistical analyses might be of interest to the readership of 
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JMMR, we do not discuss this further since it is not specific to QCA studies using qualitative 

data. 

Based on the reviewed literature, we selected those sensitivity tests that are relevant for 

QCA studies using qualitative data. We list these in Table 4. Table A1 in Appendix IV provides a 

more detailed overview for all reviewed studies.  

--- Table 4 about here --- 

First, the available qualitative data can be a strong motivator to decide which cases to drop or add 

in the sensitivity analysis. Dropping cases can be a useful way to assess findings’ robustness. 

Kirchherr et al. (2016), for example, included an extensive section on robustness in which they 

motivate their choices to exclude certain cases based on case descriptions presented in an appen-

dix. However, when dropping cases, it is important to make sure that the cases-to-conditions ra-

tio is still acceptable – typically one condition to three cases (Marx, 2010). If this ratio becomes 

too low, the results become unreliable. 

A second type of sensitivity test is conducted by altering the different attributes of the 

condition (Kirchherr et al., 2016), for example to base the membership score on only one attrib-

ute rather than multiple ones. Here as well, the motivation for such choices must be based on 

knowledge about case context (e.g., that the now omitted attributes introduced noise to the con-

dition’s operationalization). Another related option is to replace the condition by one of its attrib-

utes, a decision that can, for example, be based on the importance assigned to the specific attrib-

ute in the interviews, relevant documents or literature.  

Another type of test, which we subsume here under the heading of sensitivity tests but 

which is technically a test to better determine which factors or mechanisms “drive” the outcome, 

is conducted by Tóth et al. (2017: 202), who follow Fiss (2011). A new outcome is introduced 

that is more extreme than the original (in Tóth et al., 2017: very high relational attractiveness of the 

customer [RAC]). The qualitative threshold (the “anchor point”, in Tóth et al.’s (2017) terminol-

ogy) for being “in the set” is higher for “very high RAC” than it was for “RAC”, meaning that 
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some cases will no longer be “in” the set of this new outcome. The calibration of the outcome 

requires returning to the qualitative data and assigning appropriate (fuzzy) set values, where the 

calibration of the original outcome can be used as a starting point. 

 

Considerations When Using Qualitative Data in QCA 

Based on the studies we reviewed, we highlight five considerations for using qualitative data for 

QCA (summarized in Table A3 in Appendix VI). First, QCA-researchers should be more explicit about 

how they arrive at certain thresholds for inclusion and exclusion of a set. Depending on the type of data (to 

be) collected, these thresholds might, for example, be determined by constructing an imaginary 

ideal case, or be based on a classification of interview responses. 

Second, researchers should be more explicit about how they determined the degree of set-membership. 

More specifically, the reasoning behind the coding of qualitative data and the subsequent transla-

tion of qualitative codes into fuzzy-set scores should be more clearly communicated in articles or 

(online) appendices (see also point four below). Qualitative data or codes can be linked to values 

on a Likert-type or other pre-determined numerical scale (potentially based on quantitative mate-

rial) and subsequently translated into fuzzy-set values. Moreover, rubrics or coding schemes (e.g., 

with two or four values) or pre-determined qualitative classifications can be used as an intermedi-

ate step for assigning fuzzy-set values to qualitative data.  

Third, QCA researchers should pay more attention to the zeros in their calibrated data. Crucially, 

they must be careful about distinguishing between cases whose condition(s) or outcome are 

coded zero because they are “not mentioned” (or not identified in, for example, documents) ver-

sus cases whose condition(s) and those where outcomes are coded zero because they are “truly 

absent”. To avoid this ambiguity when using interview data, researchers should attempt to con-

struct their interview scheme such that all concepts are addressed during the interview (although 

Sandelowski et al.’s (2009) option – that the analyst did not see “it”, even though it was there – 

would then still be a possibility). Creating a separate section for each condition and the outcome 
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in the interview guideline, as proposed by Basurto & Speer (2012), is one possibility to doing so. 

The same holds for Tóth et al.’s (2017) suggestion to draw up an initial template based on previ-

ous literature. When all concepts are addressed in an interview, a value of “0” would then be as-

signed only to attributes or conditions that are truly absent. However, due to the iterative nature 

of QCA, which allows for the inclusion and exclusion of conditions during the process, a lack of 

data about one or more attributes or conditions cannot always be avoided.  

A similar data deficiency can also occur when analysing pre-existing data for QCA. We 

provide two options to deal with such data gaps. First, in cases where such an approach is possi-

ble, interviewees can be re-contacted about the attributes or conditions for which information is 

missing. This is the ideal solution, since it allows researchers to establish whether it was indeed 

absent, or whether it was just not mentioned in the initial interview. When it is not possible to go 

back to the interviewees, however – for example because of practical constraints –, a second-best 

option is to conduct sensitivity analyses. Three sensitivity analyses are particularly apt for address-

ing the zero-issue: (1) removing the conditions where this problem occurs and assessing the ef-

fect; (2) assigning the value “0.51” (i.e., just “in” the set) to cases of which the researcher is not 

sure whether the condition is “truly” absent to differentiate between the two findings; and (3) ex-

cluding the cases where the concept is “not mentioned” from the analysis.  

  Fourth, to increase a study’s transparency and comprehensiveness, and hence its replica-

bility, QCA researchers should explicitly delineate the choices they made (to the extent that this is possible 

given issues of, for example, confidentiality). We agree with Schneider & Wagemann’s (2010) ad-

vice to publish the raw data matrix in addition to a detailed discussion of the calibration of the set 

membership scores. When a data set is too large to be published, the original data should be 

made available on the Internet or on demand. Large datasets, including transcribed interviews 

and reports, often exist when using qualitative data for QCA. In order to present the data in a 

transparent yet concise way, a balance should be sought in giving brief explanations and/or illus-

trations in the main text and using tables in the main text and/or in (online) appendices.  
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Finally, our review showed that although conducting sensitivity tests in (qualitative) QCA 

should be common practice, this is still not the case. Various tests are particularly suited to deal-

ing with qualitative data, such as changing the number of cases, altering the conditions, or re-run-

ning the analysis with a more extreme outcome. 

 

Transforming Qualitative into Quantitative Data in QCA: What Lessons for 

Mixed-Methods Research? 

The considerations in the previous section are first and foremost meant for QCA-researchers us-

ing qualitative data. However, as Cragun et al. (2016) show, QCA’s hybrid nature offers several 

advantages over other methods and is therefore interesting for mixed methods researchers more 

generally.  

Our considerations regarding calibration specifically relate to the discussions in JMMR on 

quantitizing. Discussions have been held about ‘the foundational assumptions, judgments, and 

compromises involved in converting qualitative into quantitative data (…)’ (Sandelowski et al. 

2009: 208), for example on what and how to count. Debates about how to quantitize qualitative 

data are not new to MMR (e.g., Boyatzis, 1998), and the topic is usually included in MMR text 

books (e.g., Miles, Huberman, & Saldaña, 2014). Typically, as in Teddlie & Tashakkori (2009: 

270-271), examples are presented as to how qualitative data have been quantitized, or on how re-

searchers have generally proceed, for instance by Sandelowski et al. (2009: 218): ‘A common ap-

proach to quantitizing is to use the results of a prior quantitative analysis of quantitative data as 

the framework for the conversion of qualitative into quantitative data. This framework provides 

the decision rules for a directed form of content analysis whereby a priori codes are derived from 

a quantitative data set and applied to a qualitative data set (…)’. However, as with the studies re-

viewed above, the more detailed choices made by researchers frequently go undiscussed, along-

side their underlying reasoning. Consequently, the methodological MMR literature provides little 

guidance for researchers seeking to quantitize their qualitative data. Since such choices may also 
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influence the substantive results of an MMR study, they must be clearly communicated. What is 

more, the transparency and hence replicability of MMR studies would increase if they were more 

explicit about the choices made and the reasoning underlying these choices regarding quantitiz-

ing.  

Conversions from qualitative into quantitative data ‘are by no means transparent and un-

contentious’ (Love, Pritchard, Maguire, McCarthy, & Paddock, 2005: 287 in Sandelowski et al., 

2009). Our considerations regarding the presentation of the calibration process increase the trans-

parency and replicability of studies where quantitization is used.  

Given that quantitizing in MMR is to some extent subjective, it is relevant for MMR to 

conduct sensitivity tests to assess the robustness of the findings. Some of the sensitivity tests that 

we identified as relevant for QCA using qualitative data are also relevant for MMR that includes 

quantitizing; this is especially the case for studies in which the (in)dependent variables (condi-

tions) include several sub-dimensions (attributes). Specifically, three of the sensitivity tests men-

tioned above are particularly appropriate to MMR: dropping or adding cases based on extensive 

case knowledge; altering the attributes of a condition based on knowledge of the case context; 

and replacing conditions by one of their attributes.  

 

Considerations on quantitizing beyond the QCA literature 

Although this paper focused on QCA studies, research using methodologies other than QCA 

also provide valuable insights about quantitization. This can be illustrated using examples from 

various scientific fields. In education research, the study of Gilmore, Maher, Feldon, & Timmer-

man (2014) quantitized data from 65 interviews to assess the relationship of participants’ teaching 

experiences and teaching support systems with changes in their teaching orientation over time. 

They covered this longitudinal aspect by calculating the changes in coding scores between pre- 

and post-interviews. Moyer-Packenham et al. (2016) conducted pre- and post-assessments of 

quantitized video data when studying the role of affordances in children’s learning performance. 
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As their study makes clear, using quantitized codes derived from sources based on different 

points in time is a useful consideration when investigating developments over time.  

When considering on how to deal with zeros in the data, Gilmore, Maher, Feldon, & 

Timmerman (2014) suggest using multiple imputation procedures to fill the missing data. In the 

area of health research, Chang, Voils, Sandelowski, Hasselblad, & Crandell (2009) describe how 

qualitative labels for the number of respondents per specific finding on antiretroviral adherence – 

such as “few” or “many” – can be transformed in exact numbers – such as 2 or 50. They con-

ducted an online survey at nursing school faculty to obtain lower and upper limits for specific 

verbal labels, and subsequently used the responses in regression analyses to estimate a plausible 

range of respondents in a given study. Sandelowski (2000), in turn, uses the study of Borkan, 

Quirk, & Sullivan (1991) as an example of quantitizing. In this study, the researchers use narrative 

analysis to determine the main categories of how elderly people viewed the hip fractures from 

which they suffered. A series of reliability tests were then conducted to ensure the consistency of 

the categories. Both studies provide additional insights on the issue of how to establish the de-

gree of set-membership.  

An example from economics comes from Vaitkevicius (2013), who suggests a systematic 

coding procedure based on hermeneutics to code qualitative data and subsequently analyze these 

data quantitatively. This procedure is, for instance, applicable to code and analyze closed-ended 

and open-ended questions. A final example also proposes a procedure for open-ended – qualita-

tive – survey questions. Rohrer, Brummer, Schmukle, Goebel, & Wagner (2017) suggest the em-

ployment of tools from natural language processing to process and analyze potentially large num-

bers of answers to open ended questions. They demonstrate their procedure by analyzing the 

more than 35,000 answers to the question “What else are you worried about?” from the partici-

pants of a German socio-economic panel study. These examples can be used as a starting point 

for expanding the list of considerations to be reflected upon in mixed methods research.  
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Conclusion 

This paper addressed the challenges that researchers face when using qualitative data in QCA, es-

pecially when it comes to transforming it into quantitative data. Although QCA training courses 

are offered worldwide and several textbooks and journal articles that include hands-on instruc-

tions have been published, specific guidance for the use of qualitative data in QCA has been 

largely absent. We addressed this lacuna by exploring the various ways in which researchers cur-

rently use qualitative data in QCA and by laying considerations on three key issues: (1) the cali-

bration of qualitative data (known as quantitization in MMR); (2) the presentation of the calibra-

tion process and the data, and (3) sensitivity testing. Overall, our study demonstrates that many 

QCA-studies using qualitative data are not as transparent in their procedures as would be re-

quired to enable proper replicability.  

We thus presented five main considerations for QCA researchers aiming to enhance their 

studies’ transparency: first, researchers should be more explicit as to how they arrive at the 

thresholds for inclusion and exclusion of a set; second, they should be clear about how they de-

termined the degree of set-membership; third, more attention should be paid to the “zeros” in 

the calibrated data; fourth, researchers should make more explicit and present clearly the choices 

they made during the calibration process; and finally, conducting sensitivity tests should become 

common practice. These considerations contribute to the methodological discussions on data cal-

ibration and quantitization. Moreover, our study provides QCA users, and readers of JMMR 

more generally, with ideas about how to transform qualitative data into quantitative form in their 

empirical studies. Which consideration(s) a given researcher ultimately takes into account will de-

pend, among other things, on the specific research question, the type of data, and available time 

and resources. 
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Tables 

 

Table 1. Different Strategies to Determine the Thresholds for Inclusion and Exclusion of a Set.  

Strategy Examples 

Develop a rubric/coding scheme to assign codes to outcome and conditions. (Chatterley et al., 2014; 

Chatterley, Linden, & 

Javernick-Will, 2013; Fischer, 

2015; Henik, 2015; Iannacci 

& Cornford, 2017; Kirchherr et 

al., 2016) 

Construct an imaginary case for full-membership based on the case context, and a case 

for non-membership based on theoretical knowledge. The thresholds for inclusion  and 

exclusion are then placed somewhere in-between these values. 

(Basurto & Speer, 2012; 

Iannacci & Cornford, 2017) 

Apply the GMET where qualitative anchor points are based on a combination of the posi-

tive or negative direction on a case’s membership and the relative importance of the at-

tribute.  

(Tóth et al., 2017) 

Conduct a cluster analysis by using, for example, Tosmana (Cronqvist, 2016).  (Kim & Verweij, 2016; Li, 

Kopennjan, & Verweij, 2016; 

Vergne & Depeyre, 2016) 

Base the thresholds on a large gap in the numerical data between the various cases 

(and preferably complement this with other approaches). 

(Li et al., 2016; Vergne & 

Depeyre, 2016) 

 

 

 

Table 2. Different Strategies to Determine the Degree of Set Membership. 

Strategy Examples 

Use pre-determined options in an interview (e.g. Likert scale) (Fischer, 2014) 

Use a coding scheme (e.g., 4-value and 2-value fuzzy sets) to as-
sign membership scores to attributes and subsequently:  

a. Average the calibrated values.  
b. Take the minimum value (when all attributes of a concept 

are necessary). 
c. Take the maximum value (when all attributes are suffi-

cient).  

 

(Kirchherr et al., 2016) 

(Chatterley, 2014) 

(Basurto & Speer, 2012) 
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Table 3. Different Strategies to Present the Calibration Procedure. 

Approach Examples 

Table in main text,  

full information 

(Kirchherr et al., 2016; Tóth et al., 2017 [for 1 GMET]) 

Table in main text,  

partial information 

(Basurto, 2013; Chai & Schoon, 2016; Chatterley et al., 2014, 2013; Crilly, 2011; Hodson & 

Roscigno, 2004; Hodson, Roscigno, & Lopez, 2006; Iannacci & Cornford, 2017; Kim & 

Verweij, 2016; Li et al., 2016; Metelits, 2009; Summers Holtrop et al., 2016; Vergne & 

Depeyre, 2016; Verweij, 2015; Verweij & Gerrits, 2015; Verweij et al., 2013) 

Text boxes (Basurto & Speer, 2012; Mishra et al., 2017) 

Discussed in words in 

main text, typically par-

tial 

(Chai & Schoon, 2016; Chatterley et al., 2013; Crilly, 2011; Henik, 2015; Iannacci & Cornford, 

2017; Kim & Verweij, 2016; Kirchherr et al., 2016; Li et al., 2016; Verweij, 2015) 

Discussed in words in 

appendix, typically par-

tial 

(Smilde, 2005; Vergne & Depeyre, 2016) 

Table(s) in appendix,  

full information 

(Fischer, 2014, 2015; Iannacci & Cornford, 2017; Kirchherr et al., 2016; Li et al., 2016; 

Thomann, 2015; Van der Heijden, 2015; Verweij et al., 2013; Wang, 2016) 

Table(s) in appendix,  

partial information 

(Basurto, 2013; Hodson & Roscigno, 2004) 

 

 

Table 4. Relevant Sensitivity Tests for Assessing the Robustness of QCA-Findings Based on Qualitative 

Data. 

Approach Examples 

Drop or add cases motivated by extensive case knowledge. 

 

(Kirchherr et al., 2016) 

Alter the attributes of a condition based on knowledge about the case context. 

 

(Kirchherr et al., 2016) 

Replace conditions by one of their attributes based on the importance that the data from the 

interviews, documents, or literature assigned to a specific attribute. 

(Kirchherr et al., 2016) 

Re-run the analysis with a new, more extreme, outcome that has – consequently – a different 

qualitative breakpoint (anchor point) for being “in” the set. Go back to the qualitative data to 

calibrate this new outcome (which can be done starting from the original outcome’s calibra-

tion). 

(Fiss, 2011; Tóth et al., 

2017) 
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Appendix I:  

Selection Procedure of Studies Included in the Review 

 

Our criteria for selecting QCA studies using qualitative data were: applying a QCA analysis, using qualitative data, refereed 

journal articles, English language. To find the studies that meet these criteria, we used a variety of search strategies. We 

consulted the bibliography on the COMPASSS website, which is a worldwide network of scholars and practitioners working 

with QCA (www.compasss.org, last accessed November 2016). We examined the articles’ potential relevance based on 

mentioning the use of qualitative data in the titles and/or abstracts. When considered relevant, we read the methods section 

to see whether qualitative data had been used. This search process led to the selection of three papers. Additionally, we 

used Scopus to find articles that referenced one of the few methodological studies on how to use qualitative data in QCA: 

Basurto & Speer (2012) (n=10, accessed on October 20, 2016). We selected four relevant ones, using the same strategy as 

with the COMPASSS bibliography. A similar search on ISI Web of Science yielded no additional articles. We further deter-

mined the relevance of the seven articles discussed by the other methodological study on how to use qualitative data in 

QCA: Tóth, Henneberg, & Naudé (2017). This resulted in three additional papers. Finally, we derived 19 papers based on 

references in already selected papers (i.e., snowballing) and through suggestions for relevant articles from our network. This 

search process resulted in a total of 29 articles.  
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Appendix II  

Own summary of Basurto & Speer’s (2012) stepwise procedure for qualitative data calibration for 

QCA 

 

Step 1: Operationalize the conditions and the outcome 

Operationalize the theoretical concepts into a preliminary list of measures of the conditions and the outcome, based on 

standard-scientific practice and/ or the researchers’ knowledge of the empirical context. An iterative process leads to a final 

list of conditions and outcome.  

 

Step 2: Develop the qualitative thresholds (anchor points) and elaborate the qualitative interview guideline 

Develop initial qualitative thresholds (i.e. 1 for full membership, 0.5 for the cross-over point and 0 for full non-membership) 

based on the researchers’ theoretical knowledge. The thresholds are later on refined based on the case context.  

The interview guideline contains separate sections for each condition and the outcome. Each section includes an introduc-

tory eliciting question, sub questions on each attribute and specifying questions.   

 

Step 3: Conduct a content analysis of the raw interview data 

Code the raw interview data using qualitative data analysis software taking the preliminary list of attributes of the conditions 

and outcome (see step 1) as a starting point.   

 

Step 4: Summarize the coded qualitative data 

Systematically analyse the coded qualitative data by 1) examining all quotations with the same code from all cases and all 

interviewees, 2) extracting the quotations for each code sorted by type of interviewee and 3) summarizing all interview quota-

tions with the same code for each case in a qualitative classification.  

 

Step 5: Determine the fuzzy-set scale and define the fuzzy-set values 

Determine the degree of precision of the fuzzy sets and define each of their values based on theoretical and case and con-

text knowledge. Construct an imaginary case both for full membership and non-membership.  

 

Step 6: Assign and revise the fuzzy-set values of the conditions and outcome for each case 

Assign values within the fuzzy sets to each case by matching the qualitative classifications derived in step 4 with the fuzzy-

set values from step 5. Then revise and adjust the assigned fuzzy-set values for all cases and all measures by going through 

one measure across all cases. Finally, aggregate the fuzzy-set values of all measures into the condition to which they belong 

and create a summary table.  
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Appendix III  

Own summary of the steps in Tóth et al.’s (2017) Generic Membership Evaluation Template 

(GMET) to calibrate qualitative data for QCA 

 

The GMET is applied per condition or outcome, per case. So with say 10 cases, 3 conditions and 1 outcome, there are 40 

GMETs to fill in. Tóth et al. (2017) do not discuss if and if so how these GMETs should be made available. In their paper, 

they include only one GMET as an example (which is the example we also use to indicate the different steps of the proce-

dure below; note that these steps are not mentioned explicitly by Tóth et al. (2017) but are derived from their Table 2 on p. 

197). We would strongly recommend making the GMETs available, preferably through a data storage facility. Doing so will 

enable making full use of the possibilities this holds for, for instance, replication of the study's findings or using the calibrated 

qualitative data for other research projects. However, there may be ethical considerations because of which (some of) the 

GMETs cannot be made publicly available. In that case, we advise the researcher to indicate in general – but more specifi-

cally than is oftentimes done – how, for example, the qualitative data have been translated into the fuzzy-set scores. The 

researcher could, for instance, use rubrics and instead of “real” examples (from the interview data) use fictitious examples to 

illustrate how s/he went about. 

 

Step 1: Overall case description from the perspective of the specific condition  

Tóth et al. (2017) use the condition “Customer relations with good relational fit” as an example. Their illustrative example of 

an overall case description is the following: ‘A sustainable but very difficult relationship with various problems at an inter-per-

sonal level (e.g. hidden agendas) as well as differences in corporate communication style (e.g. negotiations). The Cus-

tomer’s professional qualities are highly valued but power games around branding issues and ownership create a distrustful 

atmosphere with regular conflicts’ (p. 197) 

 

Step 2: List the dimensions or sub-measures (what we label following Goertz & Mahoney 2012 the attributes) of the 

condition 

In the example of Tóth et al. (2017), these include for example “professional trust” and “frequent conflicts” (p. 197). 

 

Step 3: For each of these attributes, provide the following information: 

3a: A context-specific description, in the case of “professional trust” this is for example: 'there is trust in the abilities and 

skills of the customer' (p. 197); 

3b: An indication of the direction/effect on membership (positive or negative); 

3c: An indication of the relative intensity/relative importance (high, moderate or low); 

3d: An illustrative quote.  

 

Step 4: Provide supporting quantitative data (if applicable) 

 

Step 5: Provide set membership score 

Indicate in a note to the GMET what is the “verbal” meaning attached to the fuzzy-set membership scores. 
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Step 6: Summarize the argumentation for giving this set membership score 

In the example of Tóth et al. (2017), the following argumentation is provided: ‘Various negative dimensions of the condition 

can be identified (some with articulate intense criticism, e.g. frequent conflicts) demonstrate that this case is “mostly but not 

fully out” of the set of “Good Relational Fit with the Customer”. Even though a positive dimension (professional trust) is pre-

sent, this cannot balance the relative weight and importance of the dimensions with negative valence. The presence of this 

positive dimension is the reason why the fuzzy-set attribution score is not “fully out” in this specific case’ (p. 197).  
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Appendix IV 

Table A1. Overview of the Studies Using Qualitative Data for QCA Based on Our Literature Review  

Author(s) 
 

CALIBRATION PRESENTATION SENSITIVITY 
How is the threshold for inclusion and 
exclusion of a set determined? 

How is the degree of set-membership 
established? 

How is differentiated between 
“truly absent” and “not men-
tioned” indicators? 

How is the calibration proce-
dure presented? 

Which sensitivity 
tests are con-
ducted?  

Aversa et al.(2015) The authors use csQCA. They use their 
qualitative data to code the cases as be-
ing "in" (1.0) or "out" (0) of a set. How-
ever, it is not clear what are the sets (con-
ditions). Probably the ones listed in Table 
5 and 6, but the calibration of these condi-
tions is not discussed.  

NA (csQCA) Not discussed Besides some information on the 
calibration of the outcome, cali-
bration of the conditions is not 
discussed and/ or presented. 

None 

Basurto (2013) Some conditions have continuous values 
based on percentages, others are dichoto-
mous (presence/ absence or many/ few). 
The conditions with semi-continuous val-
ues have a five-point scale and the 
threshold lies between “more often than 
not” (0.6) and “less often than not” (0.4).  

Either based on the assigned value (ex-
pressed in percentages) or, in case of mul-
tiple measures constituting one condition, 
on averaging the measures.  

Not discussed A table in the main text states the 
types of states per condition 
(e.g., four-value) and defines 
them. No information is given on 
how the interview data translate 
into the values. The appendix 
contains tables with fuzzy-set val-
ues of all conditions and the out-
come. 

None 

Basurto & Speer 
(2012) 

Full membership and non-membership 
are determined by constructing imaginary 
cases. The cross-over point is set in be-
tween. All values are based on theoretical 
and case knowledge. 

The relevant interview codes for each case 
are matched with a predetermined qualita-
tive classification and related (four-value) 
fuzzy-sets. Values for one condition ob-
tained by taking the maximum value of the 
sub-measures, since they are substitutable.  

Not discussed The paper contains text boxes 
with examples on how the data 
are calibrated. The empirical data 
are merely used to illustrate the 
proposed calibration procedure.  

None 

Chai & Schoon 
(2016) 

A software program is used to divide the 
outcome into four segments with related 
fuzzy values. The conditions are coded ei-
ther present or absent, whereby the rea-
soning is at times not that straightforward.    
NB: With only crisp conditions, there is no 
point in having a fuzzy outcome . 

NA (csQCA) Not discussed The authors state they use the 
approach by Basurto and Speer 
(2012), but do not state how. The 
dichotomized data are presented 
in a table in the main text. 

None 

Chatterley et al. 
(2013) 

A coding scheme is presented with quali-
tative descriptions (derived from literature) 
representing the membership (1) and non-
membership (0) values for the conditions 
and the outcome. 

NA (csQCA)  Not discussed A detailed coding scheme is in-
cluded in the main text. The di-
chotomized data are also pre-
sented, whereby some values 
are supported by quotes in the 

None  
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text.   
Chatterley et al. 
(2014) 

No information is provided on how the 
thresholds are determined.  
 

Values for outcome and conditions ob-
tained by taking the minimum value of the 
sub-measures. 

Not discussed A coding rubric is presented with 
qualitative descriptions repre-
senting the four-value fuzzy-set 
for each condition and the out-
come. Some of the values are 
supported by quotes in the text.   

None 

Crilly (2011) The outcome’s thresholds are based on 
interviews, as are the values in-between 
(four-value fuzzy-set). The decision is ex-
plained clearly and illustrated with an ex-
ample from the interviews. 
 

The calibration of the seven conditions in 
four fuzzy values is mostly done by using 
“external”, typically quantitative or quanti-
fied standards (e.g., human development 
report, or the amount of corporate reve-
nues). The author discusses clearly how 
these measures are “translated” into the 
fuzzy values. 
One condition (local government influence) 
is calibrated based on the interview data, 
which is also clearly explained.  
NB: Not a best practice is that the condi-
tions are void of a direction (e.g. strategic 
orientation or local government influence). 

Not discussed A table with the calibrated data 
per case is provided (fuzzy-set 
data table).  
For the calibration of the out-
come, illustrative examples from 
the interviews are provided; the 
calibration of the conditions is ex-
plained clearly in the main text. 
 
 
 

The author fol-
lowed Epstein et 
al. (2008) and re-
ran the analysis 
with a reduced 
consistency thresh-
old of 0.85 (p. 
712). 

Crowley (2012) A coding instrument for the workplace eth-
nographies is developed by four research-
ers and adjusted on the basis of eight (out 
of 154) workplace ethnographies. 
The codes for the >10 conditions and out-
comes are displayed in a table and in-
clude Likert scales (1-none 2-little 3-aver-
age 4-high 5-very high) and present/ab-
sent scoring. 
How the thresholds have been estab-
lished for the dichotomous conditions and 
outcomes is clear; for the Likert-ones, 
there is no information. 

It is not clear what type of QCA has been 
used. In any case, there is no information 
on how the Likert-conditions and outcomes 
(see previous column) have been calibrated 
into fuzzy or crisp sets.  
A link to additional information is mentioned 
in a note, but this link does not work. 

NA (information on all conditions 
and the outcome available) 

There is no information on this in 
the main text or in an appendix. 
 

None 

Fischer (2014) For two of the three conditions, Fischer 
takes the observed maximum (1.0) and 
observed minimum values (0), and uses 
the median observed value as crossover 
point (.5). For the third condition, he takes 
the theoretical maximum (1.0) and mini-
mum (0). 

Calibration of outcome and conditions by 
asking interviewees directly to express their 
perception using either a five-point scale or 
predetermined categories. Then converting 
the average of the actors involved into a 
fuzzy-value using the direct method of cali-
bration. 

Not discussed Tables with how the outcome and 
conditions were calibrated and 
what were the resulting member-
ship scores are presented in an 
appendix. The main text includes 
a table with the fuzzy set data. 

None 

Fischer (2015) The thresholds are determined using the 
substantive knowledge from the 

For assigning values to one of the condi-
tions, the author uses the direct method of 

Not discussed Tables with how the outcome and 
conditions were calibrated and 

None 
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qualitative material. A coding rubric, in-
cluding a description for determining the 
three thresholds, is presented in the ap-
pendix. 

calibration. For the other two conditions, he 
uses a 7-value fuzzy-set, whereby he 
avoids assigning the score 0.5 to cases. 

what were the resulting member-
ship scores are presented in an 
appendix. The main text includes 
a table with the fuzzy set data. 

Henik  (2015) A coding rubric is presented with qualita-
tive descriptions representing the four or 
two- fuzzy-values for each condition and 
the outcome. 
 NB: The calibration scheme includes 0.5, 
which should be avoided. 

A coding rubric is applied on the interview 
transcripts by  2 coders. The averages of 
their scores are the final set attribute. The 
author notes that the coders ‘agreed within 
0.25 set membership points on more than 
90% of the 960 items (…)’ (p. 445). In a few 
cases, this seemed to depend also on 
quantified measures (e.g., the anger scale).  

Not discussed The coding rubric is included in 
the main text. 

None 

Hodson & Roscigno 
(2004) 

The authors use csQCA. They use their 
qualitative data to code the cases as be-
ing "in" (1.0) or "out" (0) of a set using dif-
ferent categories for the concepts, e.g. av-
erage or less versus more than average, 
or no versus yes.  

NA (csQCA) Not discussed The binary coding categories for 
the concepts and outcome are 
presented in tables in the main 
text and appendix. A footnote in 
the main text indicates that the 
code sheet, coding protocol and 
data are available on a website, 
but this link is not/ no longer 
valid. As such, it is unclear how 
the qualitative data are assigned 
to the categories. 

The authors only 
discuss how they 
addressed the sen-
sitivity of the cod-
ing exercise (i.e. by 
recoding a 10% 
sample of cases as 
a reliability check) 
and not the QCA 
analysis. 

Hodson et al. 
(2006) 

The authors use csQCA. They use their 
qualitative data to code the cases as be-
ing "in" (1.0) or "out" (0) of a set using dif-
ferent categories for the concepts and out-
come, e.g. adequate or less versus good 
or exceptional. 
 
 
 
 
 
 

NA (csQCA) Not discussed The binary coding categories for 
the concepts and outcome are 
presented in tables in the main 
text. A note indicates that the 
codesheet, coding protocol and 
data are available on a website, 
but this link is not/ no longer 
valid. As such, it is unclear how 
the qualitative data are assigned 
to the categories. 

The authors ask  
whether each 
QCA-generated 
configuration is as-
sociated with the 
outcome and 
whether the asso-
ciation is statisti-
cally significant. 
They also intro-
duce multivariate 
controls. This is ac-
complished by cre-
ating dummy varia-
bles specifying key 
configurations and 
entering these into 
a general linear 
model with appro-
priate  controls. 
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This multivariate 
analysis assists in 
evaluating the ro-
bustness of the 
configurational 
findings and also in 
evaluating possible 
alternative expla-
nations for the out-
come. 

Iannacci & Cornford 
(2017) 

Using the proposal by Basurto & Speer 
(2012) to formulate ideal cases or types at 
the extremes, to determine the (1) and the 
(0). 

As “deviations” from the ideal type (see col-
umn 2), based on a coding rubric and sum-
mary statements based on the collected 
material. 

Not discussed. Calibration of the outcome and 
the conditions is presented in the 
main text (both in words and in 
tables) and in the appendix in a 
comprehensive fashion (e.g., 
coding rubric, summary state-
ments, coding examplars). The 
fuzzy set data are presented in a 
table in the main text. 

None. Still, by ap-
plying also process 
tracing, the authors 
can assess the rel-
evance of the  
QCA-findings.  

Li et al. (2016) Crisp-set QCA is used. The outcome is 
expressed as project relocations or can-
cellations (1) and project continuations 
(0). The threshold for the condition “scale 
of protests” is based on a big gap in the 
data (i.e. number of participants) com-
bined with a value derived through cluster 
analysis using Tosmana QCA software.    

 
  

NA (csQCA) Not discussed Calibration of the outcome and 
the conditions is presented in a 
table in the main text and the raw 
data are summarized in a table in 
the appendix. Justification for as-
signing the set membership 
scores can partially be derived 
from the case descriptions in an-
other table in the main text. 

 
 

The authors make 
two comments 
about the robust-
ness and validity. 
First, that a differ-
ent cross-over 
point based on 
Tosmana cluster 
analysis does not 
influence the cali-
bration. Second, 
that the ‘symmetric 
nature of this find-
ing strengthens the 
validity of the re-
sults of the respec-
tive analyses for 
the occurrence and 
non-occurrence of 
the outcome’ (p. 
14).  

Kim & Verweij 
(2016) 

The qualitative anchors are determined 
based on existing indices and by using the 
Tosmana threshold setter (that is, cluster 

Mainly from existing indices and by using 
the Tosmana software. 

For calibrating their outcome, the 
authors assigned a zero both to 
“no action” or “no information”, 

The three qualitative thresholds 
are presented in a table. The ar-
gumentation for these scores are 

Sensitivity analysis 
based on different 
consistency cut-



33 
 

analysis). which is conceptually not fully 
clear.  

discussed in the main text. offs. 

Kirchherr et al. 
(2016) 

The authors used a four-value and two-
value coding scheme to assign fuzzy-set 
values to either conditions or outcome, or 
to their attributes. Some of the fuzzy-set 
values were based on existing quantitative 
indices, whereas others were based on in-
terview and survey data.  

The authors averaged the calibrated values 
for the condition’s different sub-dimensions 
to derive at the fuzzy-set value of the condi-
tion. Subsequently, they reviewed all aver-
aged calibrations of the conditions and 
changed or recalibrated the sub-dimen-
sions when the conditions’ values were not  
face valid.  

Not discussed Calibration of each condition and 
the outcome is presented in the 
text, tables and an online appen-
dix. The online appendix also 
provides information on the raw 
data, sensitivity analysis and cali-
bration of conditions using vari-
ous qualitative data sources. 

Three  types of 
sensitivity analyses 
were conducted – 
dropping cases; in-
troduction of addi-
tional conditions; 
and alternative 
measures for a 
concept –, yielding 
a total of 11 sensi-
tivity analyses, 
which are ex-
plained both in 
writing and in a ta-
ble. 

Metelits (2009) The interview material is used to establish 
the qualitative breakpoints, as well as the 
other values of the six-value fuzzy set for 
the outcome and the three conditions. 
How exactly the author has used the inter-
view material to this end is not spelled out.  

By means of the interview material. The au-
thor discusses per case the fuzzy-set 
scores for the outcome and the conditions, 
even though it is not always clear how she 
has made this judgment.  

Not discussed Tables with fuzzy values for the 
nine cases are provided per 
group of cases (i.e., 3 groups) 
and jointly in the main text.  

None 

Mishra et al. (2017) The authors use four-value fuzzy sets. 
Most of their data is qualitative. They de-
velop coding schemes for the conditions 
(or their sub-measures) and the outcome 
and illustrate this for one of their condi-
tions in a table. 

See also column 2. The authors finalized 
their calibration process with a final triangu-
lation of the 
scores with field notes/observations and 
secondary data. 
 

Not discussed The authors present an example 
in a table in the main text. The 
calibrated data are not included 
in the paper or in an appendix.  

None 

Smilde (2005) The author uses csQCA. He uses his 
qualitative (life-history interview) data to 
code the cases as being "in" (1.0) or "out" 
(0) of a set (such as the condition “life 
problems”). He discusses his coding rules 
in an appendix and offers examples of 
cases that would be coded out of a set 
and that would be coded in of a set. 

NA (csQCA) Not discussed The author discusses his coding 
rules in an appendix and offers 
examples. The calibrated data 
are not included in the paper or in 
an appendix. 

None 

Summers Holtrop 
et al. 2016 

No information is provided on how the 
thresholds are determined. Moreover, the 
qualitative descriptions representing the 
fuzzy-values for each condition (Table 6) 
sometimes span values both ‘in’ and ‘out’ 

First, a scoring system was created using a 
1-5 Likert-type scale to assign values to a 
list of attributes, based on qualitative infor-
mation. The resulting quantitative scores 
were then analysed using basic descriptive 
statistics to determine which attributes 

Not discussed A table in the main text describes 
two case examples of how the 
qualitative information and the 
quantitative Likert-type assess-
ment ratings informed the fsQCA 

None 
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of the set (e.g. 0.2-0.8), which is confus-
ing. 
 
 

would be used for the QCA analysis. Then, 
the quotations and codes were taken to-
gether to determine how the interviewees 
discussed each selected attribute, resulting 
in a score from 1-5. These were then con-
verted into fuzzy-set scores, which were 
based on ‘in-depth analysis and thematic 
analysis of features and context’ (p. 20). 

values for the five conditions and 
the outcome.  
A second table in the main text 
presents the list of conditions, an 
overall explanation of each condi-
tion, and the calibrated score 
given for each condition with an 
explanation of the various cate-
gories for the calibration values.  

Thomann (2015) For the outcome, the author uses the the-
oretical maximum of the developed cus-
tomization index (1.0) and its theoretical 
minimum (0), with 1.5 (on a scale of 4) as 
crossover point (0.5). 
For the conditions, the author uses a com-
bination of existing indices that constitute 
the attributes of an index that was cali-
brated indirectly, and conditions that were 
calibrated using the qualitative material, 
typically the interviews. The author clearly 
states the reasoning behind the thresh-
olds.  
For one condition, the thresholds are 
based on the sample range (1.0 and 0) 
and its mean (0.5), so as to avoid unreal-
istic scenarios. 

See column 2. Not discussed The calibration procedure is dis-
cussed in an appendix. This ap-
pendix also presents the raw 
data matrix and the fuzzy mem-
bership scores. 

The author con-
ducted an analysis 
of the negation of 
the outcome. 

Tóth et al. (2017) The thresholds are based on the GMET 
(Generic Membership Evaluation Tem-
plate). Full membership (1.0) is given 
when overall intense and various positive 
dimensions; full non-membership (0) is 
given when overall intense and various 
negative dimensions.   

The value of each attribute is determined 
by both its intensity/relative importance and 
by the positive or negative direction on the 
membership (see Appendix IV).  
The ‘more in than out’ category is charac-
terized by mostly but not exclusively posi-
tive dimensions, whereas the ‘more out 
than in’ value is described by mostly but not 
exclusively negative dimensions in relation 
to the case’s condition membership. 

Not discussed The Generic Membership Evalu-
ation Template (GMET) is used 
to assign fuzzy values to condi-
tions and outcome. The GMET is 
filled in for one condition as an 
example. The GMET for the re-
maining conditions is neither pre-
sented in the paper nor in an ap-
pendix. 

Sensitivity analysis 
based on different 
consistency cut-
offs. 
 

Van der Heijden 
(2015) 

The author describes the assignment of 
the three thresholds for the outcomes and 
the conditions in the appendix. He has 
used the empirical material to inform this 
assignment, but does not discuss how ex-
actly he has used the material to this end. 

The author uses a four-value fuzzy set for 
the outcomes and conditions.  
 
  

The author makes sure he re-
ceives enough information on all 
indicators to obtain a valid meas-
urement. To this end, he starts by 
using information from websites, 
existing reports and other sources. 
Novel data on the cases are 

The calibration of the data, in-
cluding the setting of the thresh-
olds, is discussed in an online 
appendix. 

None 
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subsequently obtained through a 
series of interviews to fill in gaps 
in the data from other sources.  

Vergne & Depeyre 
(2016) 

The threshold for the outcome is based on 
an expert survey giving answers on a 
scale from 1-7. Value 4 indicates the 
crossover point, and intended to capture 
the average. The threshold for one of the 
conditions is based on a clear gap in the 
data around the 0.5 qualitative anchor, al-
lowing to use the raw measure of the con-
dition.  

For the outcome, the scores of 5 experts 
(see column 2) are averaged into the final 
set membership scores. The authors indi-
cate that in 59% of the cases, experts were 
in agreement (p. 1662). Them using the av-
erage scoring “averages out” the qualitative 
differences across the experts (e.g., one 
scoring 3, which would be out of the set, 
and another scoring 5, that is out of the 
set), but this may not result in a valid meas-
urement. 
Calibration of one condition is based on let-
ters to shareholders. Based on these let-
ters, four values are given to each case 
(e.g. 0 indicating ”not paying any attention” 
and 0.33 indicating “paying some atten-
tion”).   

The option “I don’t know” is delib-
erately excluded in the expert sur-
vey. When someone was insuffi-
ciently knowledgeable, the authors 
ask that person not to complete 
the survey at all (p. 1661, note 8).  
When data about a specific indica-
tor are missing, the authors turn to 
additional databases for infor-
mation (but report that they some-
times did not find more infor-
mation) (p. 1679).  

The calibrated sets are presented 
in a table in the main text. Further 
details about the calibration are 
presented in an appendix. Fig-
ures in the main text provide 
qualitative illustrations of set 
memberships based on the let-
ters to shareholders. 

The authors con-
duct an additional 
analysis in which 
they did include di-
rectional expecta-
tions. Additionally, 
they conduct ro-
bustness analyses 
using alternative 
measures for one 
indicator and the 
outcome.  

Verweij (2015) Determined based on existing indicators 
(such as project size), qualitative data 
(such as summaries by managers) and by 
using the Tosmana threshold setter (that 
is, cluster analysis). 

To establish the degree of membership in 
the 4-value fuzzy sets, the author uses 
mainly existing indicators (such as project 
size), qualitative data (such as manage-
ment summaries) and the Tosmana soft-
ware. 

Not discussed The “raw” data and membership 
scores are provided in a table in 
the main text. The reasoning be-
hind this is discussed in the main 
text. 

The author also 
conducts an analy-
sis of the negation 
of the outcome. 

Verweij & Gerrits 
(2015) 

The qualitative data are used to determine 
the multi-value scores (0, 1 or 2) and the 
Boolean ones (0 and 1). These scores are 
recalibrated in a second round because 
they yield too many logical contradictions.  

The conditions are broken down into cate-
gories. A value is assigned to each cate-
gory which is then used for the mvQCA 
analysis. Summaries in a table provide 
some justification for why specific values 
are assigned to certain categories.  

Not discussed Three tables in the main text re-
spectively present a qualitative 
description of each case, the cat-
egory assigned to each case, 
and the value assigned to each 
category as part of the mvQCA. 

None 

Verweij et al. 
(2013) 

The qualitative anchors are determined 
based on existing indicators (such as the 
number of actors involved) and by the in-
terview and secondary data.  

Quantitative and/ or qualitative case de-
scription for each condition are translated 
into fuzzy-set scores. The authors first 
score the cases individually. A subsequent 
iterative dialogue of several rounds be-
tween researchers’ theoretical and substan-
tive case knowledge is used to amend each 
other’s scores. This results in the assign-
ment of case membership scores on each 
condition (based on averaging the indica-
tors).  

Not discussed The scores on each separate in-
dicator are presented in tables in 
the appendices. Some scores are 
based on quantitative data (e.g. 
number of actors involved). A 
qualitative description with corre-
sponding qualitative scores (e.g. 
high-moderate-low) is given for 
the other indicators.      

None 



36 
 

Wang (2016) Based on the existing "raw" data (see col-
umn 3), whereby the coding decision is 
not explained very clearly (e.g., why are 
neighbourhoods below the 27% percentile 
clearly poorly governed, i.e. fuzzy value 
0)?  

The author discusses in much detail how 
he measured the outcome and the causal 
conditions. The result hereof are the "raw" 
data, which are also used in a network 
analysis and in a linear regression. How 
these "raw" data are translated into fuzzy 
values is discussed in an appendix. Some 
choices are explained well, but others less 
so (see also column 2). 
NB: The score of 0.5 is given, which is 
problematic. 
 

Not discussed In an appendix. There is no table 
summarizing the calibration pro-
cedure. 

Alternative specifi-
cations of the cali-
bration thresholds, 
specifically –follow-
ing Fiss (2011)–, of 
two new crossover 
points for the fuzzy 
conditions. The 
new crossover 
points are provided 
in a table, as are 
the changes (or 
lack therefore) in 
the causal paths 
and the biggest 
change in cover-
age or consistency. 

Note: NA means not applicable.
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Appendix V 

 

Table A2. Summary of the Types of Qualitative Data Used. 

Interviews (Basurto, 2013; Basurto & Speer, 2012; Chai & Schoon, 2016; Chatterley et al., 2014, 

2013; Crilly, 2011; Fischer, 2014; Henik, 2015; Iannacci & Cornford, 2017; Kirchherr et 

al., 2016; Li et al., 2016; Metelits, 2009; Smilde, 2005; Summers Holtrop et al., 2016; 

Tóth et al., 2017; Van der Heijden, 2015; Vergne & Depeyre, 2016; Verweij, 2015; 

Verweij & Gerrits, 2015; Wang, 2016) 

Existing documents/ 

archive material; ethno-

graphies 

(Basurto, 2013; Basurto & Speer, 2012; Chai & Schoon, 2016; Crilly, 2011; Crowley, 

2012; Fischer, 2014; Hodson & Roscigno, 2004; Hodson et al., 2006; Iannacci & 

Cornford, 2017; Kim & Verweij, 2016; Kirchherr et al., 2016; Li et al., 2016; Van der 

Heijden, 2015; Vergne & Depeyre, 2016; Verweij, 2015; Verweij & Gerrits, 2015; 

Verweij et al., 2013) 

Data from observations  

(e.g. photos, site visits)  

(Chatterley et al., 2014, 2013; Mishra et al., 2017; Summers Holtrop et al., 2016; 

Verweij & Gerrits, 2015; Wang, 2016) 

Focus groups (Chatterley et al., 2014, 2013; Mishra et al., 2017)  

Participant observation (Smilde, 2005; Verweij & Gerrits, 2015; Verweij et al., 2013) 
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Appendix VI 

 

Table A3. Checklist of considerations when using qualitative data in QCA  

 Consideration Examples 

1 Be more explicit about how the thresholds for inclusion 

and exclusion of a set are established  

a) Determine the threshold by constructing an imagi-

nary ideal case 

b) Base the thresholds on a classification of interview 

responses 

2 Be more explicit about how the degree of set-member-

ship is established 

a) Link qualitative data or codes to values on a Likert-

type or other pre-determined numerical scale and 

subsequently translate it into fuzzy-set values 

b) Use rubrics, coding schemes or pre-determined 

qualitative classifications to assign fuzzy-set values 

3 Pay more attention to the zeros in calibrated date a) Construct the interview scheme such that all con-

cepts are addressed during the interview 

b) Approach interviewees again with questions about 

the missing data 

c) Conduct sensitivity analyses 

4 Explicitly delineate the choices made and present them 

clearly 

a) Publish the raw data matrix 

b) Make large datasets available on the Internet or on 

demand 

c) Use a combination of explanations, illustrations and 

tables in the main text and (online) appendices 

5 Conduct sensitivity analyses a) Change the number of cases 

b) Change the conditions 

c) Re-run the analysis with a more extreme outcome 
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Notes 

1 We understand qualitative data as ‘records of observation or interaction that are complex and 

contexted, and that are not easily reduced immediately (or, sometimes, ever), to numbers’ 

(Richards, 2005: 34). Note that in this paper, we assume that researchers have already collected 

their qualitative data.    

2 We follow Goertz and Mahoney’s (2012) terminology for qualitative research, hence using the 

terms concepts, attributes and data instead of variables and indicators (and sub-measures). 

3 The threshold setter should never be used mechanically. Researchers should check whether the 

thresholds set make sense – e.g., whether, for instance, qualitatively similar cases are all either “in” 

or “out” of the set –, and preferably complement this approach by another strategy. 

4 The exception here is Crowley (2012). However, the website to which Crowley refers is not ac-

cessible. 

5 Taking the average is mechanistic and provides a valid fuzzy-set only if the average adequately 

reflects actors’ perceptions. If, however, the standard deviation is high, taking the average fails to 

result in a valid fuzzy-set.    

6 Assigning a zero in Kim & Verweij’s (2016) study would influence the results only when the “no 

information” would be coded as “in” the set (i.e., >.5) if the information had been available, be-

cause this would bring the case from “out” to “in” the set. 

                                                 


